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Theoretical foundations and
verification

Drivetrain Reachability Video (direct download):

Xianfeng David Gu

SUNY Empire Innovation Professor
Department of Computer Science

Department of Applied Mathematics
Stony Brook University

Room 147 New Computer Science Building
State University of New York at Stony Brook
Stonv Brook, New York 11794-2424

Phone: (631) 632-1828 (Office)
Fax: (631) 632-8334
gu at cs.stonybrook.edu
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Decision Intelligence & Emerging Networked Systems Laboratory
--- PI: Jian Li (jian.li.3@stonybrook.edu)

1 Decision Intelligence: intersection of sequential Decision Intelli for Rob ' g
decision making (DM) and AI/ML * ecision Intelligence for Robust an

Efficient NextG Data Systems
0 Theory foundation and algorithmic solutions to DM in v
large-scale Al/ML and data science problems, including
algorithm design and analysis, optimization, and

implementation, using state-of-the-art mathematical . Machine
techniques and system technology: szgfgmir:f;d .
o Reinforcement learning (RL) and representation learning fundamental limits Learnlng Systems for ML &

ML for systems
o RLfor generative models, e.g., LLMs w/RL, diffusion models

0 Robust/Adversarial and risk-aware online decision making
(online learning, e.g., multi-armed bandits)

0 Learning-augmented network optimization
0 Distributed/federated/trustworthy learning and optimization

0 Emerging Networked Systems

0 Resource allocation in general centered on
fundamental issues on optimality, scalability, and
trustworthiness (e.g., communication-computation
efficiency, resilience)

Systems &
Networkin

g

Optimization
& Control

Theory-oriented robust
& efficient tools

0 Al for wireless networking: O-RAN, mmWave networks, etc * Multiple funded posmons: for Ph'D_‘ and/or MS
students. Contract Prof. Li for details

Autonomous systems: robotics, swarm/glrones control ‘ . Collaboration/internship with industry research
Edge/Cloud systems: serverless computing, content delivery labs: AT&T. IBM. MERL. etc
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ML for Cyber-Security

Thrust 1: Leveraging the advances in ML for cyber-security applications

ALPS (Algoritia arning, Erivéy and Security) Lab
Principle Investigator: Ting Wang
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Trustworthy ML

ALPS (Algor_ithrl-li"(;; Learning, Eriv}.-icy and Security) L
Principle Investigator: Ting Wa

Thrust 2: Investigating security & privacy issues arising in ML techniques

Securﬂy

Privacy
H

Transparency

@ <

Adversarial robustness

Poisoning robustness

Backdoor robustness

Privacy inference
Federated learning

Differential privacy

Interpretation reliability

Human in the loop
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APPs .
@ caiaei Lg \y }»}
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E Payment © response ? rRa
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APPs FLV Services
Vulnerability of facial liveness verification

Security
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Optimization theory + machine
learning

Output
Probabilities

Add & Norm
Feedforward

T

Add & Norm
L3 Nx

Add & Norm

Add & Norm

Optimization method

behavior l .

Multi-Head
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Encoding ®_€5 € Encoding
Input Output
Embeddin; Embeddin;
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models
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Machine learning over graphs

@ = Bob’s final purchase list

4 N\ @ =nodes used in computationfﬁ

[:] = distributed servers
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Machine learning over graphs

« Amazon’s product graph: 12 million products
o Google knowledge graph: 500 million entities
o Paypal's fraud detection: 500 million users

These graphs don’t fit on one server!



Machine learning over graphs

« Cybersecurity or web services: Internet consists of billions of
websites, connects billions of devices, all heterogeneous nodes
o« Complex scenarios, many independent small entities

We want it now, we want it fast



Fast graph solvers with low memory footprint

power, iter 1, res 2.57e-04 power, iter 2, res 2.54e-04 power, iter 3, res 2.52e-04 power, iter 4, res 2.49e-04

sparse, iter 1, res 2.57e-04

local, iter 1, res 1.28e-04

Baojian Zhou and Yifan Sun. Approximate frank-wolfe algorithms over graph-structured sup-
port sets. In International Conference on Machine Learning, pages 27303-27337. PMLR, 2022.

Baojian Zhou, Yifan Sun, and Reza Babanezhad Harikandeh. Iterative methods via locally
evolving set process for large graphs. Under review.
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Baojian Zhou, Yifan Sun, and Reza Babanezhad Harikandeh. Fast online node labeling for very
large graphs. In International Conference on Machine Learning, pages 42658-42697. PMLR,
2023.




Application: Information retrieval

Simtlar
results
Database :
ndexing O
~—
a :-

feature vectors l & 9,03
Search J

Winning the NeurlPS BillionScale Approximate Nearest Neighbor Search Challenge
Mariano Tepper, Cecilia Aguerrebere, Ted Willke, Sourabh Dongaonkar, Jawad B Khan, Mark



Graphical neural networks

Jump

eat
2241 Splageiel)) |- drive

ook at

repair
Faster R-CNM feature maps Predicate classification GNN

Baldassarre, Federico & Smith, Kevin & Sullivan, Josephine & Azizpour, Hossein. (2020).
Explanation-based Weakly-supervised Learning of Visual Relations with Graph Networks. ‘\\\‘
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Application: train deeper graphical neural
networks

§gf

:

* GNNs cannot be deep

» 3-4 layers deep

 In contrast, CNNs are 50-100 layers deep
* Memory complexity

» “width” = number of nodes

* Even a sparse graph becomes dense in a few layers
* Oversmoothing

» Output performance degrades with depth

Better message passing protocols for GNNS? o
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Modeling transformers with graphs

Task 1:{entailment, neutral, contradiction} Task 2: {positive, negative} Task 3: {entertainment, computers, nature} Global prototypes for tokens
M A boy in a red hooded top is smiling. The boy is upset. — @ contradiction Sgpieg 5
M Some guys have so much charisma that you 'd be happy to listen to them reading the phone book . positive B\
‘What is Denzel Washington's best movie? Man on fire was crazy! made me cry. — @ entertainment P 2 -
gt

M Do you know about servers? A server is ajcomputel m|that provides services to other computing systems over a network. — & computers

task-related tokens

Task 2 boundary | o
i ) -
| sports [\ nature . s T
i P \ smiling @ . _ . !
. /() \ \ S y
Training of Task 3 | f e, e o
. / =< »
Original Task 2 boundary | / {~--._ [ charisma posm} / se/rvers\ \ )
. ‘\ \\ n L — — | computers -~ - |
c \ ™~~~ it Moo | w
Task 3 boundary | Qnterlainment) ¥ ha. \\-—»77//1 . \ system / sutorat X . B .
- LA PPy neutra — / ueying bal
| — entailment —
enter- walling N
(ginmen l BERT Last Layer
(a). Local learning with representation drift ! (b). Data representations with regularization of global prototypes
* A e ™~
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Neighborhood attention for continual learning



Thank you!

W

Stony Brook
University




	��Theoretical� Machine Learning�@ Stony Brook
	@ SBU
	Slide Number 3
	Decision Intelligence & Emerging Networked Systems Laboratory�                                           --- PI: Jian Li (jian.li.3@stonybrook.edu) 
	Slide Number 5
	Slide Number 6
	Slide Number 7
	Slide Number 8
	Slide Number 9
	Slide Number 10
	Slide Number 11
	Slide Number 12
	Slide Number 13
	Slide Number 14
	Slide Number 15
	Slide Number 16
	Slide Number 17

