
Theoretical
Machine Learning

@ Stony Brook
Yifan Sun

SBU-BNL AI Workshop
June 2024



@ SBU

Natural 
language

Computer 
vision

Mining and 
extraction

Theoretical 
foundations and 

verification



Theoretical foundations and 
verification



Decision Intelligence & Emerging Networked Systems Laboratory
--- PI: Jian Li (jian.li.3@stonybrook.edu) 

❑Decision Intelligence: intersection of sequential 
decision making (DM) and AI/ML
❑ Theory foundation and algorithmic solutions to DM in 

large-scale AI/ML and data science problems, including 
algorithm design and analysis, optimization, and 
implementation, using state-of-the-art mathematical 
techniques and system technology:

❑ Reinforcement learning (RL) and representation learning
❑ RL for generative models, e.g., LLMs w/RL, diffusion models

❑ Robust/Adversarial and risk-aware online decision making 
(online learning, e.g., multi-armed bandits)

❑ Learning-augmented network optimization
❑ Distributed/federated/trustworthy learning and optimization

❑ Emerging Networked Systems
❑ Resource allocation in general centered on 

fundamental issues on optimality, scalability, and 
trustworthiness (e.g., communication-computation 
efficiency, resilience)

❑ AI for wireless networking: O-RAN, mmWave networks, etc
❑ Autonomous systems: robotics, swarm/drones control
❑ Edge/Cloud systems: serverless computing, content delivery
❑ Cyber physical systems

• Multiple funded positions for Ph.D. and/or MS 
students. Contract Prof. Li for details

• Collaboration/internship with industry research 
labs: AT&T, IBM, MERL, etc
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Machine learning over graphs



● Amazon’s product graph:  12 million products
● Google knowledge graph: 500 million entities 
● Paypal’s fraud detection:  500 million users

These graphs don’t fit on one server!

Machine learning over graphs



● Cybersecurity or web services: Internet consists of billions of 
websites, connects billions of devices, all heterogeneous nodes

● Complex scenarios, many independent small entities
We want it now, we want it fast

Machine learning over graphs



Fast graph solvers with low memory footprint



Winning the NeurIPS BillionScale Approximate Nearest Neighbor Search Challenge
Mariano Tepper, Cecilia Aguerrebere, Ted Willke, Sourabh Dongaonkar, Jawad B Khan, Mark 
Hild b d

Application: Information retrieval



Baldassarre, Federico & Smith, Kevin & Sullivan, Josephine & Azizpour, Hossein. (2020). 
Explanation-based Weakly-supervised Learning of Visual Relations with Graph Networks. 

Graphical neural networks



• GNNs cannot be deep
• 3-4 layers deep
• In contrast, CNNs are 50-100 layers deep

• Memory complexity 
• “width” = number of nodes
• Even a sparse graph becomes dense in a few layers

• Oversmoothing
• Output performance degrades with depth

Application: train deeper graphical neural 
networks

Better message pass ing protocols  for GNNS?



Neighborhood attention for continual learning

Modeling transformers with graphs

Niranjan 
Balasubramanian

Xueying Bai



Thank you!
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